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Suppose we are interested in evaluating the success of the North Carolina Graduation Project, which goes into effect, statewide, during the 2011-12 school year. According to their website 

The North Carolina Graduation Project is a multi-faceted, multi-disciplinary performance assessment completed over time. The NC Graduation Project provides students the opportunity to connect content knowledge, acquired skills, and work habits to real world situations and issues. Through the graduation project process, students will engage various specific skills that include: computer knowledge, employability skills, information-retrieval skills, language skills – reading, language skills – writing, teamwork, and thinking/problem-solving skills. The NC Graduation Project consisting of four components (a research paper, product, portfolio, and an oral presentation) culminates in a student's final year of high school. Student engagement in the graduation project process and the completion of the graduation project demonstrates the integration of knowledge, skills, and performance.
Source: http://www.dpi.state.nc.us/graduationproject/overview/
From their brief description, there is a plethora of variables that could be measured in assessing the success of the project. Let’s consider just one, the research paper. Assuming a quality rubric can be developed (a research project in itself!), we could have scores on all the [potentially] graduating seniors in the state. We would also have measures on a host of other, easily obtained, student-level variables (e.g., prior EOG/EOC scores, attendance, type of curses, etc.) that we could use to predict student’ success on the research paper. We would also have a host of school-level variables (e.g., average EOC scores, average years of teacher experience, age of school, school geography, etc.) that could be used to investigate schools’ aggregate effects on individual student success.

Let yij be the research paper score for student i in school j. Additionally, let Xij1 be the number of high school humanity courses that student i has taken in high school, and Xij2 be the student’s GPA. (Assume the X’s are centered on their respective school means.) Within any school, j, we can model the research paper scores as a [linear] function of number of humanity courses and GPA:
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Hence, for any particular student, his or her predicted research paper score is
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In general, we would expect all the β’s  to be statistically significant. In other words, we would expect all the regression weights to be greater than zero, indicating that research paper scores are, indeed, a function of number of humanity courses taken and overall GPA. The coefficient, β0j in the equations above equates to the school mean research paper score for school j. A positive β1j would suggest that the more humanities courses a student takes, the higher his or her research paper score. Similarly, a statistically significant, positive β2j would be interpreted as implying that the higher a student’s overall GPA, the higher his or her score on the research paper.
But wait! this would not be the whole story. While we would prefer that such school-level variables as average teacher experience and school geography (rural, urban, suburban) not have a differential effect on the relationship between term paper score and numbers of humanity courses taken, or overall GPA, we have no reason to expect this to be the case. Knowing what we know about schools, it seems possible that schools with more experienced teachers, for instance, would do better at linking research papers during course work with expectations concerning the research paper. With respect to schools’ overall GPA, it is possible that suburban schools have a higher concentration of students with higher GPAs, possibly due to suburban schools being more attractive to teachers; thus, giving these schools an advantage from having a wider pool of candidates from which to select highly qualified teachers.
Treating the regression coefficients (i.e., the β’s) in the student-level model as random variables, we can model these variables as functions school-level variables. If we let Wj1 be the average level of teacher experience in school j, and Wj2 be a dummy-coded variable indicating the geographic category in which school j belongs, then we can model the β’s in the student-level model with the following three equations:
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(1c)
where the γs (gammas) are, again, regression coefficients and the νij are error, or residual, terms.


Consider, first, the parameters in Eq. 1a. If γ00 is the grand mean (i.e., the average over all schools) of the school mean research paper scores. Unless the school variables are centered around the district mean, we should expect γ00 to be significantly greater than zero. As such a test of the significance of γ00 is of no real interest. Tests of γ01 and γ02, on the other hand, are of interest. A significant γ01 and  γ02 would tell us that the differences in school means is a function of schools’ average teacher experience and geographic location (the W1j’s). If γ01 is positive than the more experienced a school’s faculty, the higher the school’s average research paper scores. Similarly, a significant positive γ02 would indicate that the school means are affected by geography. Suburban schools, for example, might have higher adjusted mean scores on the research papers.

Turning, now to Eq. 1b, the coefficient γ10, is the average regression coefficient obtained by regressing scores on number of humanity courses, adjusted for the other school-level models in the equation. A statistically significant positive γ10 would indicate that over all schools the regression of scores on numbers of humanities courses is positive. Of greater interest are the values of γ11 and γ12.
If γ11 is statistically significant, and positive, it would mean that the differences in school mean research paper scores is a function of schools’ average levels of teacher experience. In other words, the larger the slope (i.e., the γ11) the greater the effect of teacher experience on the relationship between number of humanities courses taken and scores on the research paper, perhaps because more experienced teachers do a better job of relating material covered in humanities courses to research. Similarly, a significant γ12 would suggest that geographic location has in role to play in the relationship between humanities courses taken and students’ scores on the research papers.

The interpretation of the parameters in Eq. 1c followa logic similar to that expressed in the previous paragraph, only this time the parameter being modeled (β2j) is the relationship between students’ scores on the research paper and students’ GPA.
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